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Influence analysis of national
traditional sports performance in
colleges and universities based on

triple exponential forecast of sliding

window
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Abstract. Aiming at the defects of low accuracy and slow speed of national traditional sports
performance forecast model of colleges and universities under the current situation of national
traditional sports development in colleges and universities, a forecast model of national traditional
sports performance of colleges and universities based on triple exponential forecast of sliding window
is proposed in this paper. First of all, a large number of national traditional sports performance
data of colleges and universities are collected and preprocessed, and then target is adopted to study
the national traditional sport performance training samples, and the triple exponential forecast
optimization algorithm of sliding window is adopted to select the targeted threshold and weight
and other parameters so as to establish the optimal forecast model of national traditional sports
performance of colleges and universities. Secondly, the sliding window is constructed by setting
the segmentation points and triple smoothing exponential algorithm is combined for the real-time
segmentation of gray model data, to obtain the real-time statistics characteristics of data, construct
the function relationship between sequence error forecast and compression ratio, and make beak
point judgment based on error forecast sequence to improve the robustness of inspection link.
Finally, the effectiveness and superiority of the model are compared by using the national traditional
sports performance data. The results show that the model can improve the forecast accuracy of
national traditional sports performance of colleges and universities, and the forecast results are
more reliable, which can provide valuable information for national traditional sports training in
colleges and universities.
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1. Introduction

As people’s living standards are improved constantly, there are more and more
sub-health phenomena in the people’s body, especially the physical quality of college
students is not as good as before. How to improve the physical quality of college
students has aroused widespread concern in our country. The forecast of national
traditional sports performance in colleges and universities can describe the physical
conditions of college students and the competitive level of athletes, therefore, the
modeling and forecast of the national traditional sports performance in colleges and
universities can make relatively reasonable training plans for athletes and college
students to improve their sports performances.

Considering national traditional sports performance data of colleges and univer-
sities as a set of data sets, model it with multiple linear regression and estimate
the performance of an athlete based on the parameters. However, because linear
regression requires all samples evenly distributed and presented in nonlinear growth
tendancy, which is inconsistent with the actual conditions of the national traditional
sports performance data of colleges and universities, the forecast result is not re-
liable and of less practical application value. In recent years, with the continuous
development of fuzzy theory and gray theory, many non-linear national traditional
sports performance forecast models of colleges and universities have emerged. The
reliability of national traditional sports performance forecast in colleges and uni-
versities is superior to that of multiple linear regression model. In practice, these
models also have significant limitations. For example, the fuzzy theory is difficult to
grasp and requires a certain theoretical basis, while the gray theory regards the tra-
ditional national sports performance forecast process as a black box, showing poor
interpretability of forecast results. At present, some scholars have put forward the
target-based forecast model of national traditional sports performance in colleges
and universities. The target has self-organizing and non-linear mapping ability,
which can describe the changing characteristics of national traditional sports per-
formance in colleges and universities better and constructs a better forecast model
of national traditional sports performance in colleges and universities than other
models. However, the relevant parameters of the target, such as the threshold and
the weight, have a great influence on the performance of the target. If these pa-
rameters are determined unreasonably, the forecast results of national traditional
sports performance will be very low. In order to solve the problem of determining
the target parameters, some scholars have proposed using the genetic algorithm and
the particle swarm algorithm, etc. to determine the threshold and weight of the
target, which effectively improves the forecast accuracy of the national traditional
sports performance. Genetic algorithm and particle swarm optimization belong to
stochastic optimization algorithm. Usually, they can be used to find out the sub-
optimal solution and fails to find out the global optimal solution. And the local
optimal threshold and weight easy to be searched out make the target learning time
longer and network structure more complicated, influencing the modeling effect of
the national traditional sports performance in colleges and universities.

In order to improve the forecast accuracy of national traditional sports perfor-
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mance in colleges and universities, a forecast model of national traditional sports
performance in colleges and universities of optimization target based on triple ex-
ponential forecast of sliding window is proposed. The results show that the model
can improve the forecast accuracy of the national traditional sports performance in
colleges and universities, and the forecast results are more reliable.

2. Forecast model of national traditional sports performance
in colleges and universities

2.1. Factors of influence

The performance of 1,000 meters was taken as the research object. Before build-
ing a 1000-meter running forecast model, the feasibility of the actual operation was
considered, and a number of factors including height (m, z1), weight (kg, x2), chest
circumference (m, x3), vital capacity (ten thousand, z4), heart rate (one hundred
times, x5), leg length (m, x¢), standing long jump (m, x7), monthly average exercise
time (hrs, xg), 1000 m running performance (s, y) are initially selected as output.

2.2. Nonlinear screening of influence factors

(1) Firstly, all normalized n factors are used as input of LSSVM, and the optimal
kernel function parameters are selected by 10-fold cross-validation to obtain the
training accuracy of all factors, denoted as M SFEj.

(2) Eliminate the ith ¢ (¢ = 1,2, -- ,n) factor and use the remaining factor as the
LSS-VM input to obtain training accuracy again. Repeat all n factors to get a reject
RMSE set {MSE_1, MSE_5,--- ,MSE_,}.

(3) If RM SEwin < RMSEy, indicating that the corresponding factor of RM S Epyin
can improve the forecast accuracy of the model, then we should reject the factor and
change the value of RMSEy as RM S FEpin -

(4) Repeat steps (1)-(3) process (the total number of factors will be reduced by
1 in each cycle) until RMSE, > RMSEy. The remaining factors at the moment
are the main influence factors retained.

(5) According to the main influencing factors reserved, the data sets of national
traditional sports performance in colleges and universities are processed, and the
data dimension is greatly reduced.

2.3. Weighting of retention factors

After the factors are screened, the retention factor can be regarded as a factor
conducive to improving the forecast accuracy of the model. However, the contri-
bution of each factor to the model’s forecast result is not necessarily the same.
Therefore, the LSSVM is used to weight the retention factor one by one, with the
process as follows :

of LSSVM, and the optimal kernel function parameters were selected by 10-fold
cross-validation points to obtain the training accuracy denoted as RMSE as the



1266 LURAN YANG

model background accuracy.

(2) The ith retention factor is forcibly removed, and the 10-time cross-training
accuracy of the remaining retention factor excluding this factor is calculated. The
greater the accuracy, the worse the forecast accuracy of the model is after the reten-
tion factor is removed, indicating that the factor is more important to the forecast
result.

(3) For each retention factor, after having the background deducted and being
normalized, the weight value of each factor can be obtained.

3. Triple exponential forecast of sliding window
3.1. FError forecast method

The smooth exponential forecast in segmentation form can be used to obtain
the forecast output S; of the model at moment ¢. If the actual sports score at the
moment ¢ is y¢, then the deviation of the forecast result is y; — s;, and the forecast
error meets the following defined features.

Definition 1: Assumed that T represents the time data sequence of sports
performance with length of n, AErr; is the forecast error of sports performance at
set segmentation point ¢ , SKPS = {SPy,---,SP,,} represents the segmentation
points set, and m is is the set length. AFErr; has the characteristics of random
variable and satisfies the independent identical-distribution characteristics, and the
normal distribution N [,u, 02} characteristics, and:

1 m 1 m 9
w=— AErr;, o= ,|— AErr; —p)”. 1
- ; - ;( ) (1)

Analysis: The time series model of sports performance accords with the char-
acteristics of random process. Although the forecast error at a certain moment is
known, it can not accurately predict the forecast error of the next neighbor point,
that’s, the point-point forecast deviation is of no dependency and has the charac-
teristic of independent distribution. According to the central limit theory, if the
number of samples tends to infinity, a large number of data generated with random
features will meet the normal distribution characteristics. Assumed cAErr; is a
random variable, AErr; is the forecast deviation at segmentation point i. If the
time series of sports performance approaches the infinite length, then the forecast
sequence deviations will accord to the normal distribution characteristics. There-
fore, their sub-sequences AFErr; should also meet the normal distribution N [,u, 02}
characteristics.

In the time series data of sports performance, the compression rate is the key pa-
rameter to perform sequence segmentation. Based on the above definition, Lemma
1 can be obtained, which can characterize the relationship between segment com-
pression rate and forecast error.

Lemma 1: Assumed that the compression rate of the time series data of sports
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performance is p, then the following inequality relation can be obtained:
20 (22) —1<1-—p. (2)

In the formula (16), x is the deviation oscillation of mean, ® is distribution
accumulation function, meeting the normal distribution characteristics.

Analysis: Assumed that the compression segmentation rate of the time series
data of sports performance is p, then the probability of the existence of the seg-
mentation points is less than 1 — p. The closer to pu, the larger the probability
of the existence of the segmentation point; and the farther to u, the smaller the
probability of the existence of the segmentation point. The smooth exponential seg-
mentation forecast process assumes that the distribution range is in line with the
standard deviation of the mean, therefore, the AErr; at segmentation point position
is distributed within the interval of [u — 2x0, u + 2z0], and the probability of the
existence of segmentation point is less than 1 — p. Assumed that R represents the
random variable, then it can be obtained that:

P{u—2z0 <R<}<1-p. (3)

The formula (3) can be transformed to obtain:

(=K SRR I

g o o

According to the central limit theorem, after the transformation of random vari-
ables, the (R — p)/o obtained should accord with the normal distribution N (0, 1)
characteristics. Therefore, formula (4) can be used to deduce that formula (5) holds.

With the forecast error, the segmented subdata sequence of the sports perfor-
mance time series data can be obtained, which satisfies a single trend and has a cer-
tain degree of stability in the independent interval. If a data trend deviates greatly
from the trend of the current sequence, the point is the possible segmentation point
of data sequence.

3.2. Construction of segmentation point

Based on the second smoothing exponential, the triple smoothing exponential
model can be constructed as follows [12].

St(l) =aX;+(1- a)St(i)1
S? = as!! 52 (5)
59 = s + (1 )5,

)-l-(l—a)
)-l-(l—a)

In formula (5), t = 2,3, - ,St(l) is the first smoothing exponential value at

moment t; St(z) is the second smoothing exponential value at moment t; St(S) is the
triple smoothing exponential value at moment t; X; is the actual collection data of
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time series data of sports performance {X;} at moment t; « is the smoothing factor,
meeting the interval of o € (0, 1).
Then the forecast value of sports performance at moment ¢ 4+ m is:

Xt+m =as + btm + Cth . (6)

In formula (20), m is the predicted visual length of the sports performance data,
generally taken as positive integer 1,2,3,---. For example, m = 1 represents the
one-step predictive value of the sports performance data; besides, X, = X; and
X, = X, are set. Then the forecast parameters can be expressed as:

a; = 35" — 35 + 5%
_ @ (1) (2) (3)
bt = m[((} — 5G)St — (10 — 80’)515 + (4 — 3G)St ]
0[2

2(1 —a)? (

(7)

o= S — 283 4 g3y

There are two problems in the triple smoothing exponential forecast process need-
ing to be dealt with: (1) the setting of initial values Sg), 35%2), SF’) of the smoothing
parameter; (2) the setting of smoothing parameter a.. For a more reasonable dis-
tinction between segmentation point and outliers, the practice is to set flag bit of
check link to determine the possible segmentation point. And then check the next
adjacent data point. If the point also does not accord with their historical trend of
the sports performance data, then the point shall be the desired segmentation point
and then set mark to show that the segmentation point is the desired outlier while
clearing the set flag point.

In the above steps, the number of segmentation points can be increased: n (n > 2),
if n continuous sports performance data of candidate adjacent segmentation points
accord with the historical trend, then set the corresponding flag bit, and set the
point as the segmentation point. Here n = 1 is chosen to check the data sequence of
segmentation point. During the data transmission, as the probability of data outliers
produced by disturbance is small, the probability that both continuous points are
outliers is smaller.

3.3. Algorithm flowchart

In the segmentation process of sports performance time series, the main purpose
is to reduce the dimension of the time series data and the key problem is the rapid
detection of segmentation points. The use of the smoothing exponential forecast
of sliding window is the use of segmentation algorithm for the trend forecast of
the historical time series data of sports performance to obtain the mean square
value between the historic value and forecast value of data. The compression rate
and forecast error of sequence data are used to determine segmentation points, and
it is found out that two sub-sequences formed by two segmentation points have
independent distribution trend with a small volatility. The use of segmentation
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Fig. 1. Flow chart of exponential smoothing forecast segmentation algorithm

points forecast to further remove the outlier disturbance point in the check link is
the target and main manner of improving the searching accuracy of segmentation
points. Above searching methods only browse data once, therefore, no additional
storage space is required for data storage, and the algorithm complexity can be
reduced, and the real-time data requirement of the application environment can be
better satisfied. The specific process is shown in Fig. 1.

In the smoothing exponential forecast process shown in Fig. 1, S; is smoothing
exponential forecast value, y; is the real time series value of sports performance, sg
is the initial exponential set value of segmentation algorithm, sy = (yo + y1 + y2)/3.
« is the set weight of smoothing exponential, @ = 0.2, V' is used to store the vector
of forecast error, Seg is the set of segmentation points stored, and Err is the resid-
ual error value of segmentation point between the original sequence and the fitting
sequence.

Seen from Fig. 1, in the smoothing exponential forecast algorithm, ¢ is the cur-
rent time point of the real-time data, V is used to store the forecast error values;
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and based on the segment update strategy, the mean square error of V' is calculated
to obtain the forecast interval of the error. Based on the set compression rate and
Lemma 1, the mean deviation degree z is calculated. After the parameter initial-
izing, the smoothing single-exponential forecast is used to calculate the smoothing
value Sy, which is regarded as the forecast value of the next moment of moment t.
Then, the actual sports performance data y; at moment t is collected and y; — s¢
forecast error value is obtained, and store the value in the vector V. Thereafter, the
standard deviation  and mean p of the vector are calculated and both parameters
are updated. The fourth step, formula (16) is used to verify whether the segmen-
tation point is appropriate, if not, then continue performing the next cycle point; if
satisfied, then set the flag bit and the store the segmentation point. If the next data
points also meets the requirements of the segmentation point, then store the point
in Seg, and re-initial the initial Sy at segmentation section and continue performing
the cycle operation.

4. Experimental analysis
4.1. Experimental environment

In order to test the effectiveness of the forecast model of national traditional
sports performance in colleges and universities based on triple exponential forecast
of sliding window, 500 100m running results (unit: s) of Wuchang Institute of Tech-
nology were selected as the experimental subjects, and the model was realized by
VC ++ 6.0 programming. The results of 10m running are shown in Fig. 2

Time/s
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13

50 100 150 200 250 300 350 400 450 500
Sample number

Fig. 2. 100m running performance

4.2. Normalizing operation of sports performance data

Conduct linear regression stepwise screening on the influence parameters of sports
performance shown in Table 1 to obtain the regression data in Table 1.

Table 1. Regression data of influence parameters of sports performance



INFLUENCE ANALYSIS OF NATIONAL TRADITIONAL SPORTS PERFORMANCE 1271

Partial correlation t value p value
r(y, X1) = 0.6928 1.6659 0.1937
r(y,X3) = -0.7086 1.7813 0.7653
r(y, X4) = 0.2094 0.3796 0.7138
r(y, X5) = 0.9618 5.3795 0.0137
r (y, X6) 0.3719 0.6873 0.5261
r(y, X7) = -0.8608 2.9468 0.0593
r(y, X8) = -0.9046 3.7045 0.0352

300 100-m-run results were used to form a training sample set that are trained
with the target. First of all, the optimal weight and threshold of the optimal target
were found based on the triple exponential forecast optimization algorithm of sliding
window, and then the structure of the target was determined according to the opti-
mal connection weight and threshold, and the performance forecast model of 100m
run was established. Finally, the remaining 200 100m running performance were
forecast, and the deviation between the forecast value and measured value of 100m
running is as shown in Fig. 3. Through the analysis of the forecast results of 100m
running performance in Fig. 3, it can be found out that the forecast value of 100m
running was very close to the measured value, and the coincidence accuracy between
both was very high, indicating that through the selection between the connection
weight and threshold value of target based on the triple exponential forecast opti-
mization algorithm of sliding window, a relatively better 10m running performance
forecast model can be established, and the error between the forecast value and mea-
sured value of 100m running performance was minor and can be negligible totally.
The change interval of error was narrow and the result verified the effectiveness of
national traditional sports performance forecast model in colleges and universities
based on triple exponential forecast algorithm optimization target of sliding window,
and the forecast result was reliable with small error.

—+—Measuredy

—o— Forecast yaff
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320 340 360 380 400 420 440 460 480 500
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Fig. 3. Forecast effect of 100m running based on triple exponential forecast of
sliding window
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The proposed method in this paper is used to forecast the sports performance
trend of the city from 2004 to 2014 and the SVM algorithm, the gray scale SVM al-
gorithm and the triple exponential forecast algorithm are selected as the comparison
algorithm. The forecast results obtained are shown in Table 2.

Table 2. Comparison of forecast performance

Forecast model Root mean square error  Operating time (s)
SVM algorithm 3503.67 35.62
Gray scale SVM algorithm 2659.21 39.58
triple exponential forecast algorithm 1986.25 25.49
Propose algorithm in this paper 568.19 14.27

Seen from the data in Table 3, in terms of forecast accuracy, the proposed al-
gorithm in this paper outperforms SVM algorithm, gray scale SVM algorithm, and
triple exponential forecast algorithm. The proposed algorithm in this paper has
the smallest root mean square error and it obviously outperforms the comparison
algorithms selected in the operating time, showing the advantages of the proposed
algorithm in this paper in the calculation accuracy and operational efficiency.

Through the analysis of forecast accuracy in Table 2, the following conclusions
can be drawn: (1) multiple linear regression model of 100m running performance
forecast has the lowest forecast accuracy, which shows that multiple linear regres-
sion model can not reflect the change characteristics of 100m running performance,
and the model established has large forecast error and lower practical application
value. (2) The forecast accuracy of 100 m running performance of genetic algorithm
optimization target and particle swarm optimization target is obviously better than
that of multiple linear regression model because the target is a non-linear strong
modeling ability algorithm, and it can reflect the change of 100m running results
and obtain better forecast effect. However, the forecast result of individual point is
not satisfactory.

(3) The forecast accuracy of 100m running performance based on triple expo-
nential forecast of sliding window is higher than that of genetic algorithm optimiza-
tion and particle swarm optimization target. This is because the triple exponential
forecast optimization algorithm of sliding window solves the problem that genetic
algorithm and particle swarm optimization (PSO) hardly find out the connection
weight and threshold of the global optimal target, reflects the change trend of the
100m running result more accurately and obtains a better forecast result of the 100m
running performance.

5. Conclusion

In order to improve the forecast accuracy of national traditional sports perfor-
mance in colleges and universities, a forecast model of national traditional sports
performance in colleges and universities based on triple exponential forecast of sliding
window is proposed aiming at the difficulty in determining the weight and threshold
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of target. First of all, the sports performances of national traditional sports per-
formance in colleges and universities are prepossessed to generate training sample
and testing sample of the target. Then triple exponential forecast optimization algo-
rithm of sliding window is used to determine the connection weight and threshold of
the target. Through training sample learning, the national traditional sports perfor-
mance forecast model in colleges and universities is established. Finally, the forecast
effect of the model is tested through the specific simulation experiment. The results
show that the triple exponential forecast of sliding window improves the forecast
accuracy of the national traditional sports performance in colleges and universities,
and solves the limitations of other forecast models of the national traditional sports
performance in colleges and universities, and its forecast results are more reliable,
which can provide scientific decision-making basis for the national traditional sports
training in colleges and universities.
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